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Monte-Carlo Integration
Quadrature Rules

• Quadrature rules are efficient for 1D smooth functions:


• Midpoint rule;


• Trapezoidal rule;


• Simpson rule;


• Gauss rule; 


• etc.
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Monte-Carlo Integration
Quadrature Rules: Trapezoidal Rule
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Monte-Carlo Integration
Quadrature rules

• In general, all quadrature rules can be distilled into the following equation:


,


where  are the weights of a polynomial.


• The error is  where  depends on:


• The quadrature rule.


• How smooth  is.

∫
1

−1
f(x)dx ≈

n

∑
i=1

wi f(xi)

wi

O(n−r) r

f



Monte-Carlo Integration
The Curse of Dimensionality

• However, when we have multidimensional integrals, quadrature methods generate samples on a 
multidimensional grid:


• Reduced accuracy!


• Let’s see a quadrature rule for a d-dimensional integral:


.


• Note that we apply a 1-dimensional rule for each dimension. Therefore the error becomes:


.


• Note that increasing  would not help much.
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Monte-Carlo Integration
Basics

• Our goal is to compute this integral:


, where 


• We defined a new function:


, and  is a PDF.

I = ∫ℝd

f(x)dx f : ℝd → ℝ

g(x) =
f(x)
p(x)

p



Monte-Carlo Integration
Basics

• The expected value of  is:


.


• We approximate it as:


.

g(x)

𝔼[g(x)] = μ = ∫ℝd

g(x)p(x)dx = ∫ℝd

f(x)dx

̂μn =
1
n

n

∑
i=1

g(xi) =
1
n

n

∑
i=1

f(xi)
p(xi)

xi ∼i.i.d. p



Monte-Carlo Integration
An Example

• Let’s compute the integral of  in the interval :


• As first step, we need to define a PDF to use. 


• Since we need to compute the integral in  and we can draw uniform samples in 
that interval or  in general,  is going to be uniform:


.


• Now let’s draw random samples according to :


.

f(x) = − x2 + 2 [0,2]

[0,2]
[a, b] p

p(x) =
1

b − a
=

1
2

p(x)

xi = (a − b)ui + b ui ∈ U(0,1)



Monte-Carlo Integration
An Example

• Let’s compute the integral of  in the interval :
f(x) = − x2 + 2 [0,2]
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Monte-Carlo Integration
An Example

• Let’s compute the integral of  in the interval :


 


  

f(x) = − x2 + 2 [0,2]

∫
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0
(−x2 + 2)dx ≈

1
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Monte-Carlo Integration
An Example

• In this simple case, if we draw 100,000 samples we will get as integral value 
1.3xxx, with only two stable decimals.


• Note that the result of this integral is .


• This is not a great performance.


• How many samples do we need?

4
3



Monte-Carlo Integration
An Example

• We can compute  for :


 


 


.


• So, with an error , and a confidence level  at 99%, we need:


.

σ2
0 g(x) = f(x)p(x)

Var(g(x)) = 𝔼(g(x)2) − 𝔼(g(x))2 = ∫
2

0
g(x)2p(x)dx − (∫

2

0
g(x)p(x)dx)

2

= ∫
2

0
(2(−x2 + 2))2 1

2
dx − (∫

2

0
(2(−x2 + 2)) 1

2 )
2

=
256
45

= 5.689

ϵ = 0.01 α

n ≥
σ2

0

ϵ2

1
1 − α

=
5.689
0.012

1
1 − 0.99

= 5,689,000



Monte-Carlo Integration
Conclusions

• Quadrature Rule Error:


 


• Monte-Carlo Error:


 

O(n− r
d )

O(n− 1
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Thank you for your attention!


