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Camera Model: 
Pinhole Camera
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• The perspective projection is defined as

Camera Model: 
Pinhole Camera
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Pre-Calibration

• In some cases, when we know the camera, it is 
useful to avoid intrinsics matrix estimation: 

• It is more precise. 

• We reduce computations.



Pre-Calibration: Why?

• In some cases, when we know the camera, it is 
useful to avoid intrinsics matrix estimation: 

• It is more precise. 

• We reduce computations.



DLT: 
Direct Linear Transform



DLT: Direct Linear Transform

• Input: a photograph of a non-coplanar calibration 
with m 2D points with known 3D coordinates. 

• Output: K of the camera.



DLT: Direct Linear Transform
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DLT: Direct Linear Transform
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DLT: Direct Linear Transform

(
p>
1 ·Mi � uip>

3 ·Mi = 0
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2 ·Mi � vip>

3 ·Mi = 0

mi = [ui, vi, 1]
> $ Mi = [x, y, z, 1]>

2D-3D matches



DLT: Direct Linear Transform

• This leads to a matrix: 

• For each point, we need to stack this equations 
obtaining a matrix A.
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DLT: Direct Linear Transform

• We obtain a 2m⨉12 linear system to solve. 

• The minimum number of points to solve it is 6, but 
more points are required to have robust and stable 
solutions.



What’s the problem 
with this method?



DLT: Direct Linear Transform

• DLT minimizes an algebraic error! 

• It does not have geometric meaning!! 

• Hang on, is it all wrong? 

• Nope, we can use it as input for a non-linear 
method.



DLT: Non-linear Refinement
• The non-linear refinement minimizes (at least 

squares) the distance between 2D points of the 
image (mi) and projected 3D points (Mi): 

• Different methods for solving it; e.g., Nelder-Mead’s 
method (MATLAB’s fminsearch).
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Now we have a nice 
matrix P…



• Let’s recap: 

• K has to be upper-triangular. 

• R is orthogonal. 

DLT: Direct Linear Transform

P = K[R|t] = [K ·R|K · t] = [P 0|p4]



DLT: Direct Linear Transform

• QR decomposition: 

• A = O ˙ T 

• where O is orthogonal and T is upper-triangular. 

• In our case, we have:

P 0 = K ·R ! (P 0)�1 = R�1 ·K�1



• QR decomposition to P’: 

• In our case, we have: 

• Note that there is a scale factor!

DLT: Direct Linear Transform

[P 0]QR = O · T

R = O�1 K = T�1



• The scale factor is due to the fact we do not know if 
are taking a shot to a large object from afar or to a 
small object in front of the camera! 

DLT: Direct Linear Transform

Case 1 Case 2



• It makes sense to fix the scale in K because R has 
to be an orthogonal matrix! 

• This affects also t!

DLT: Direct Linear Transform



How do we compute t ?



How do we compute t ?

t = K�1 · p4



The Sanity Check
• If we can have an “estimation” of K from camera 

parameters that are available in the camera 
specifications. 
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The Sanity Check

• What do we need? 

• Focal length of the camera in mm ( f ). 

• Resolution of the picture in pixels ( w, h ). 

• CCD/CMOS sensor size in mm ( ws, hs ).



The Sanity Check

• a = ( f ⨉ w ) / ws . 

• b =  ( f ⨉ h ) / hs . 

• u0 = w / 2. 

• v0 = h / 2.



The Sanity Check

• a = ( f ⨉ w ) / ws . 

• b =  ( f ⨉ h ) / hs . 

• u0 = w / 2. 

• v0 = h / 2.
Assuming it in the center!



and what’s about the 
radial distortion?



Estimating Radial Distortion
• Let’s start with simple radial distortion (i.e., only a 

coefficient): 

• Can we solve it?

(
u0 = (u� u0) · (1 + k1r2d) + u0

v0 = (v � v0) · (1 + k1r2d) + v0
(
u0 = (u� u0) · (1 + k1r2d + k2r4d + . . .+ knr2nd ) + u0

v0 = (v � v0) · (1 + k1r2d + k2r4d + . . .+ knr2nd ) + v0

r2d =
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↵u = �f · ku ↵u = �f · kv



Estimating Radial Distortion
• We have only one unknown, which is linear; i.e., k1: 

• In theory, a single point is enough, but it is better to 
use more points to get a more robust solution.

(
u0�u

(u�u0)·r2d
= k1

v0�v
(v�v0)·r2d

= k1



Homography



2D Transformations
• We can have different type of transformation (defined by a 

matrix) of 2D points: 

• Translation (2 degree of freedom [DoF]): 

• It preserves orientation. 

• Rigid/Euclidian (3 DoF); translation, and rotation: 

• It preserves lengths. 

• Similarity (4DoF); translation, rotation, and scaling: 

• It preserves angles.



2D Transformations
• Affine (6 degree of freedom [DoF]): 

• It reserves parallelism. 

• Projective (8 DoF): 

• It preserves straight lines. 



2D Transformations: 
Homography

• Homography is defined as 

• This is typically expressed as 

• where H is a 3⨉3 non-singular matrix with 8 DoF.
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2D Transformations: 
Homography

mM
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Homography Estimation
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Homography Estimation
m ⇠ H ·M m =

2

4
x

0

y

0

1

3

5 M =

2

4
x

y

1

3

5



Homography Estimation

x

0 =
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Homography Estimation

(h31x1 + h32y1 + h33) · x0 � (h11x1 + h12y1 + h33) = 0

(h31x1 + h32y1 + h33) · y0 � (h21x1 + h22y1 + h23) = 0



Homography Estimation

(h31x1 + h32y1 + h33) · x0 � (h11x1 + h12y1 + h33) = 0

(h31x1 + h32y1 + h33) · y0 � (h21x1 + h22y1 + h23) = 0

Stacking multiple equations; 
one for each match (at least 5!) 



Homography Estimation

(h31x1 + h32y1 + h33) · x0 � (h11x1 + h12y1 + h33) = 0

(h31x1 + h32y1 + h33) · y0 � (h21x1 + h22y1 + h23) = 0

Stacking multiple equations; 
one for each match (at least 5!) 

A · vec(H) = 0 A is 2n⨉9 



Homography Estimation

• Again, we have minimized an algebraic error!! 

• Technically speaking, we should run a non-linear 
optimization.



Zhang’s Algorithm



Zhang’s Algorithm

• Input: a set of n photographs of a checkboard or 
other patterns. From these, we have to extract m 
points in each photograph! 

• Output: K of the camera, and [R|t] for each 
photographs.



Zhang’s Algorithm

A set of input images



Zhang’s Algorithm
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Zhang’s Algorithm
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Zhang’s Algorithm
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Zhang’s Algorithm
• Assumption:

• We have a set of photographs of a plane so Z is 
equal 0. 

• So we have 3D points defined as 
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Zhang’s Algorithm
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Zhang’s Algorithm
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Zhang’s Algorithm
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Zhang’s Algorithm
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Zhang’s Algorithm
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Zhang’s Algorithm
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Zhang’s Algorithm

• Now that we know that we need homographies! 

• What to do? 

• For each photograph we compute the 
homography H between photographed 
checkerboard corners and its model.



Zhang’s Algorithm

Model Photograph

H



Zhang’s Algorithm

h>
1 K

�>K�1h2 = 0

h>
1 K

�>K�1h1 = h>
2 K

�>K�1h2

• Given that r1 and r2 are orthonormal, we have that:



Zhang’s Algorithm

B = K�>K�1 =

ters is possible provided such metrically rectified planes,
although no algorithm or experimental results were shown.
The paper is organized as follows. Section 2 describes the

basic constraints from observing a single plane. Section 3
describes the calibration procedure. We start with a closed-
form solution, followed by nonlinear optimization. Radial
lens distortion is also modeled. Section 4 studies configura-
tions in which the proposed calibration technique fails. It is
very easy to avoid such situations in practice. Section 5 pro-
vides the experimental results. Both computer simulation
and real data are used to validate the proposed technique. In
the Appendix, we provides a number of details, including
the techniques for estimating the homography between the
model plane and its image.

2. Basic Equations

We examine the constraints on the camera’s intrinsic pa-
rameters provided by observing a single plane. We start with
the notation used in this paper.

2.1. Notation

A 2D point is denoted by m = [u, v]T . A 3D point
is denoted by M = [X, Y, Z]T . We use x̃ to denote the
augmented vector by adding 1 as the last element: m̃ =
[u, v, 1]T and M̃ = [X, Y, Z, 1]T . A camera is modeled by
the usual pinhole: the relationship between a 3D point M and
its image projectionm is given by

sm̃ = A
[
R t

]
M̃ withA =

⎡

⎣
α c u0
0 β v0
0 0 1

⎤

⎦ (1)

where s is an arbitrary scale factor; (R, t), called the extrin-
sic parameters, is the rotation and translation which relates
the world coordinate system to the camera coordinate sys-
tem; A is called the camera intrinsic matrix, and (u0, v0)
are the coordinates of the principal point, α and β the scale
factors in image u and v axes, and c the parameter describing
the skewness of the two image axes.
We use the abbreviationA−T for (A−1)T or (AT )−1.

2.2. Homography between the model plane and its image

Without loss of generality, we assume the model plane is
on Z = 0 of the world coordinate system. Let’s denote the
ith column of the rotation matrixR by ri. From (1), we have

s

⎡

⎣
u
v
1

⎤

⎦ = A
[
r1 r2 r3 t

]

⎡

⎢⎢⎣

X
Y
0
1

⎤

⎥⎥⎦ = A
[
r1 r2 t

]
⎡

⎣
X
Y
1

⎤

⎦

By abuse of notation, we still use M to denote a point on the
model plane, but M = [X, Y ]T since Z is always equal to 0.

In turn, M̃ = [X, Y, 1]T . Therefore, a model point M and its
imagem is related by a homographyH:

sm̃ = HM̃ with H = A
[
r1 r2 t

]
. (2)

As is clear, the 3×3matrixH is defined up to a scale factor.

2.3. Constraints on the intrinsic parameters

Given an image of the model plane, an homography can
be estimated (see Appendix A). Let’s denote it by H =[
h1 h2 h3

]
. From (2), we have

[
h1 h2 h3

]
= λA

[
r1 r2 t

]
,

where λ is an arbitrary scalar. Using the knowledge that r1
and r2 are orthonormal, we have

hT
1 A−T A−1h2 = 0 (3)

hT
1 A−T A−1h1 = hT

2 A−T A−1h2 . (4)

These are the two basic constraints on the intrinsic param-
eters, given one homography. Because a homography has
8 degrees of freedom and there are 6 extrinsic parameters
(3 for rotation and 3 for translation), we can only obtain 2
constraints on the intrinsic parameters.

3. Solving Camera Calibration

This section provides the details how to effectively solve
the camera calibration problem. We start with an analyti-
cal solution, followed by a nonlinear optimization technique
based on the maximum likelihood criterion. Finally, we take
into account lens distortion, giving both analytical and non-
linear solutions.

3.1. Closed-form solution

Let

B = A−T A−1 ≡

⎡

⎣
B11 B12 B13
B12 B22 B23
B13 B23 B33

⎤

⎦

=

⎡

⎢⎣

1
α2 − c

α2β
cv0−u0β

α2β

− c
α2β

c2

α2β2 + 1
β2 − c(cv0−u0β)

α2β2 − v0
β2

cv0−u0β
α2β − c(cv0−u0β)

α2β2 − v0
β2

(cv0−u0β)2

α2β2 + v2
0

β2 +1

⎤

⎥⎦ .

(5)

Note that B is symmetric, defined by a 6D vector

b = [B11, B12, B22, B13, B23, B33]T . (6)

(It actually describes the image of the absolute conic.)
Let the ith column vector of H be hi = [hi1, hi2, hi3]T .

Then, we have

hT
i Bhj = vT

ijb (7)

0-7695-0164-8/99 $10.00 (c) 1999 IEEE

B is symmetric —> defined only by six values:

b = [B1,1, B1,2, B2,2, B1,3, B2,3, B3,3]
>
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2.3. Constraints on the intrinsic parameters

Given an image of the model plane, an homography can
be estimated (see Appendix A). Let’s denote it by H =[
h1 h2 h3

]
. From (2), we have

[
h1 h2 h3

]
= λA

[
r1 r2 t

]
,

where λ is an arbitrary scalar. Using the knowledge that r1
and r2 are orthonormal, we have

hT
1 A−T A−1h2 = 0 (3)

hT
1 A−T A−1h1 = hT

2 A−T A−1h2 . (4)

These are the two basic constraints on the intrinsic param-
eters, given one homography. Because a homography has
8 degrees of freedom and there are 6 extrinsic parameters
(3 for rotation and 3 for translation), we can only obtain 2
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This section provides the details how to effectively solve
the camera calibration problem. We start with an analyti-
cal solution, followed by a nonlinear optimization technique
based on the maximum likelihood criterion. Finally, we take
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Note that B is symmetric, defined by a 6D vector
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(It actually describes the image of the absolute conic.)
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h>
i ·B · hj = v>

i,j · b

hi =
⇥
hi1 hi2 hi3

⇤>
H =

⇥
h1 h2 h3

⇤> vij =

2

6666664

hi1hj1
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Zhang’s Algorithm
with vij = [hi1hj1, hi1hj2 + hi2hj1, hi2hj2,

hi3hj1 + hi1hj3, hi3hj2 + hi2hj3, hi3hj3]T .

Therefore, the two fundamental constraints (3) and (4), from
a given homography, can be rewritten as 2 homogeneous
equations in b:

[
vT

12
(v11 − v22)T

]
b = 0 . (8)

If n images of the model plane are observed, by stacking
n such equations as (8) we have

Vb = 0 , (9)

where V is a 2n × 6 matrix. If n ≥ 3, we will have in
general a unique solution b defined up to a scale factor.
If n = 2, we can impose the skewless constraint c = 0,
i.e., [0, 1, 0, 0, 0, 0]b = 0, which is added as an additional
equation to (9). The solution to (9) is well known as the
eigenvector ofVT V associatedwith the smallest eigenvalue
(equivalently, the right singular vector ofV associated with
the smallest singular value).
Onceb is estimated, we can compute the camera intrinsic

matrixA. See Appendix B for the details.
OnceA is known, the extrinsic parameters for each image

is readily computed. From (2), we have

r1=λA−1h1, r2=λA−1h2, r3=r1 × r2, t=λA−1h3

with λ = 1/∥A−1h1∥ = 1/∥A−1h2∥. Of course, because
of noise in data, the so-computed matrix R = [r1, r2, r3]
does not in general satisfy the properties of a rotationmatrix.
Appendix C describes a method to estimate the best rotation
matrix from a general 3 × 3 matrix.

3.2. Maximum likelihood estimation

The above solution is obtained through minimizing an
algebraic distance which is not physically meaningful. We
can refine it through maximum likelihood inference.
We are given n images of a model plane and there arem

points on the model plane. Assume that the image points are
corrupted by independent and identically distributed noise.
The maximum likelihood estimate can be obtained by min-
imizing the following functional:

n∑

i=1

m∑

j=1

∥mij − m̂(A,Ri, ti, Mj)∥2 , (10)

where m̂(A,Ri, ti, Mj) is the projection of pointMj in image
i, according to equation (2). A rotation R is parameterized
by a vector of 3 parameters, denoted by r, which is par-
allel to the rotation axis and whose magnitude is equal to
the rotation angle. R and r are related by the Rodrigues

formula [5]. Minimizing (10) is a nonlinear minimization
problem, which is solved with the Levenberg-MarquardtAl-
gorithm as implemented in Minpack [16]. It requires an
initial guess ofA, {Ri, ti|i = 1..n} which can be obtained
using the technique described in the previous subsection.

3.3. Dealing with radial distortion

Up to now, we have not considered lens distortion of a
camera. However, a desktop camera usually exhibits signif-
icant lens distortion, especially radial distortion. In this sec-
tion, we only consider the first two terms of radial distortion.
The reader is referred to [17, 2, 4, 23] for more elaborated
models. Based on the reports in the literature [2, 20, 22], it
is likely that the distortion function is totally dominated by
the radial components, and especially dominated by the first
term. It has also been found that any more elaborated mod-
eling not only would not help (negligible when compared
with sensor quantization), but also would cause numerical
instability [20, 22].
Let (u, v) be the ideal (nonobservable distortion-free)

pixel image coordinates, and (ŭ, v̆) the corresponding real
observed image coordinates. Similarly, (x, y) and (x̆, y̆) are
the ideal (distortion-free) and real (distorted) normalized im-
age coordinates. We have [2, 22]

x̆ = x + x[k1(x2 + y2) + k2(x2 + y2)2]

y̆ = y + y[k1(x2 + y2) + k2(x2 + y2)2] ,

where k1 and k2 are the coefficients of the radial distortion.
The center of the radial distortion is the same as the principal
point. From ŭ = u0 + αx̆ + cy̆ and v̆ = v0 + βy̆, we have

ŭ = u + (u − u0)[k1(x2 + y2) + k2(x2 + y2)2] (11)
v̆ = v + (v − v0)[k1(x2 + y2) + k2(x2 + y2)2] . (12)

Estimating Radial Distortion byAlternation. As the ra-
dial distortion is expected to be small, one would expect to
estimate the other five intrinsic parameters, using the tech-
nique described in Sect. 3.2, reasonable well by simply ig-
noring distortion. One strategy is then to estimate k1 and
k2 after having estimated the other parameters. Then, from
(11) and (12), we have two equations for each point in each
image:
[
(u−u0)(x2+y2) (u−u0)(x2+y2)2
(v−v0)(x2+y2) (v−v0)(x2+y2)2

] [
k1
k2

]
=

[
ŭ−u
v̆−v

]
.

Given m points in n images, we can stack all equations
together to obtain in total 2mn equations, or in matrix form
as Dk = d, where k = [k1, k2]T . The linear least-squares
solution is given by

k = (DT D)−1DT d . (13)
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• Given that r1 and r2 are orthonormal, we have that:
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• If n images of the model plane are observed, by 

stacking n of such equations: 

• We obtain: 

with vij = [hi1hj1, hi1hj2 + hi2hj1, hi2hj2,

hi3hj1 + hi1hj3, hi3hj2 + hi2hj3, hi3hj3]T .

Therefore, the two fundamental constraints (3) and (4), from
a given homography, can be rewritten as 2 homogeneous
equations in b:

[
vT

12
(v11 − v22)T

]
b = 0 . (8)

If n images of the model plane are observed, by stacking
n such equations as (8) we have

Vb = 0 , (9)

where V is a 2n × 6 matrix. If n ≥ 3, we will have in
general a unique solution b defined up to a scale factor.
If n = 2, we can impose the skewless constraint c = 0,
i.e., [0, 1, 0, 0, 0, 0]b = 0, which is added as an additional
equation to (9). The solution to (9) is well known as the
eigenvector ofVT V associatedwith the smallest eigenvalue
(equivalently, the right singular vector ofV associated with
the smallest singular value).
Onceb is estimated, we can compute the camera intrinsic

matrixA. See Appendix B for the details.
OnceA is known, the extrinsic parameters for each image

is readily computed. From (2), we have

r1=λA−1h1, r2=λA−1h2, r3=r1 × r2, t=λA−1h3

with λ = 1/∥A−1h1∥ = 1/∥A−1h2∥. Of course, because
of noise in data, the so-computed matrix R = [r1, r2, r3]
does not in general satisfy the properties of a rotationmatrix.
Appendix C describes a method to estimate the best rotation
matrix from a general 3 × 3 matrix.

3.2. Maximum likelihood estimation

The above solution is obtained through minimizing an
algebraic distance which is not physically meaningful. We
can refine it through maximum likelihood inference.
We are given n images of a model plane and there arem

points on the model plane. Assume that the image points are
corrupted by independent and identically distributed noise.
The maximum likelihood estimate can be obtained by min-
imizing the following functional:

n∑

i=1

m∑

j=1

∥mij − m̂(A,Ri, ti, Mj)∥2 , (10)

where m̂(A,Ri, ti, Mj) is the projection of pointMj in image
i, according to equation (2). A rotation R is parameterized
by a vector of 3 parameters, denoted by r, which is par-
allel to the rotation axis and whose magnitude is equal to
the rotation angle. R and r are related by the Rodrigues

formula [5]. Minimizing (10) is a nonlinear minimization
problem, which is solved with the Levenberg-MarquardtAl-
gorithm as implemented in Minpack [16]. It requires an
initial guess ofA, {Ri, ti|i = 1..n} which can be obtained
using the technique described in the previous subsection.

3.3. Dealing with radial distortion

Up to now, we have not considered lens distortion of a
camera. However, a desktop camera usually exhibits signif-
icant lens distortion, especially radial distortion. In this sec-
tion, we only consider the first two terms of radial distortion.
The reader is referred to [17, 2, 4, 23] for more elaborated
models. Based on the reports in the literature [2, 20, 22], it
is likely that the distortion function is totally dominated by
the radial components, and especially dominated by the first
term. It has also been found that any more elaborated mod-
eling not only would not help (negligible when compared
with sensor quantization), but also would cause numerical
instability [20, 22].
Let (u, v) be the ideal (nonobservable distortion-free)

pixel image coordinates, and (ŭ, v̆) the corresponding real
observed image coordinates. Similarly, (x, y) and (x̆, y̆) are
the ideal (distortion-free) and real (distorted) normalized im-
age coordinates. We have [2, 22]

x̆ = x + x[k1(x2 + y2) + k2(x2 + y2)2]

y̆ = y + y[k1(x2 + y2) + k2(x2 + y2)2] ,

where k1 and k2 are the coefficients of the radial distortion.
The center of the radial distortion is the same as the principal
point. From ŭ = u0 + αx̆ + cy̆ and v̆ = v0 + βy̆, we have

ŭ = u + (u − u0)[k1(x2 + y2) + k2(x2 + y2)2] (11)
v̆ = v + (v − v0)[k1(x2 + y2) + k2(x2 + y2)2] . (12)

Estimating Radial Distortion byAlternation. As the ra-
dial distortion is expected to be small, one would expect to
estimate the other five intrinsic parameters, using the tech-
nique described in Sect. 3.2, reasonable well by simply ig-
noring distortion. One strategy is then to estimate k1 and
k2 after having estimated the other parameters. Then, from
(11) and (12), we have two equations for each point in each
image:
[
(u−u0)(x2+y2) (u−u0)(x2+y2)2
(v−v0)(x2+y2) (v−v0)(x2+y2)2

] [
k1
k2

]
=

[
ŭ−u
v̆−v

]
.

Given m points in n images, we can stack all equations
together to obtain in total 2mn equations, or in matrix form
as Dk = d, where k = [k1, k2]T . The linear least-squares
solution is given by

k = (DT D)−1DT d . (13)
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V is 2n⨉6 matrix, so we need n > 2 

V · b = 0
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• At this point, we can compute elements of K as
rameters from matrix B.

v0 = (B12B13 − B11B23)/(B11B22 − B2
12)

λ = B33 − [B2
13 + v0(B12B13 − B11B23)]/B11

α =
√

λ/B11

β =
√

λB11/(B11B22 − B2
12)

c = −B12α
2β/λ

u0 = cv0/α − B13α
2/λ .

C.Approximating a 3 × 3matrix by a Rotation
Matrix

The problem considered in this section is to solve the best
rotation matrix R to approximate a given 3 × 3 matrix Q.
Here, “best” is in the sense of the smallest Frobenius norm
of the difference R − Q. The solution can be found in our
technical report [24].
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Zhang’s Algorithm: 
Camera Pose

• Furthermore, we can extract the pose as

r1 = � ·K�1h1

r2 = � ·K�1h2

r3 = r1 ⇥ r2

t = �K�1h3



Zhang’s Algorithm: 
Non-Linear Refinement

• So far, we have obtained a solution through 
minimizing an algebraic distance that is not 
physically meaningful. 

• From that solution, we can use a non-linear method 
for minimizing the following error: 

nX

i=1

mX

j=1

kmi,j � m̃(K,Ri, ti,Mj)k2



Zhang’s Algorithm: 
Non-Linear Refinement

• So far, we have obtained a solution through 
minimizing an algebraic distance that is not 
physically meaningful. 

• From that solution, we can use a non-linear method 
for minimizing the following error: 

nX

i=1

mX

j=1

kmi,j � m̃(K,Ri, ti,Mj)k2

This is a function projecting Mj points given 
intrinsics and the pose!



Zhang’s Algorithm: 
Optical Distortion

• What’s about the parameters for modeling the 
radial distortion? 

• As before, first algebraic solution, and then a non-
linear solution.



Zhang’s Algorithm: 
Optical Distortion


(u� u0)r2d (u� u0)r4d
(v � v0)r2d (v � v0)r4d

�
·

k1
k2

�
=


u0 � u
v0 � v

�

D · k = d

k = (D> ·D)�1 ·D> · d



• We extend the previous non-linear model to include 
optical distortion: 

Zhang’s Algorithm: 
Non-Linear Refinement

nX

i=1

mX

j=1

kmi,j � m̃(K,Ri, ti,k,Mj)k2



• We extend the previous non-linear model to include 
optical distortion: 

Zhang’s Algorithm: 
Non-Linear Refinement

nX

i=1

mX

j=1

kmi,j � m̃(K,Ri, ti,k,Mj)k2

This is a function projecting Mj points given 
intrinsics and the pose!



that’s all folks!


